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E-Mail: Sudheer.r@tekprosol.com
Contact: 609 981 8255

Professional Summary:

Experienced Senior Cloud DevOps Engineer with a prolific 11-year track record of implementing robust, scalable, and automated infrastructure solutions. Adept at leveraging cutting-edge technologies including AWS for cloud orchestration, Kubernetes for container orchestration, Terraform for infrastructure provisioning, Ansible for configuration management, Docker for containerization, EKS, and CI/CD pipelines with Jenkins. Known for a studious approach to problem-solving and also worked on multiple other technologies like Apache Airflow, GitHub, Python, Spark, Splunk, Airflow, Grafana, and Prometheus. 

· Possess extensive experience working with various Amazon Web Services (AWS) products and their components such as ELB, EC2, S3, VPC, NACL, Cloud Trails, IAM, SNS, Cloud Formation, ECS, EKS, Fargate, Kinesis, Route 53, Network Connectivity Troubleshooting, Hybrid environments, and VPC Peering.
· Well-versed in Elastic Cloud Computing, Glacier, Block Storage, Elastic Beanstalk, Amazon Lambda, Virtual Private Cloud, Load Balancing, Relational Database Service, and CloudWatch, gained through working in an AWS environment.
· Provided Level 2 and Level 3 support for multiple applications, including troubleshooting, debugging, and resolving technical issues.
· Skilled in creating AWS Multifactor Authentication (MA) for RDP/SSO logon instances, locking down security groups, and setting up specific IAM profiles per group, utilizing newly released APIs for controlling resources within AWS based on group or user.
· Expertise with Terraform to leverage AWS services such as EC2, IAM, VPC, ELB, and Security groups, and have also used Terraform to map more complex dependencies and identify network issues, and managed service providers along with versioning, building, and changing the infrastructure efficiently.
· Managed AWS infrastructure as code (laaS) using Terraform. Provisioned highly available EC2 instances using Terraform and CloudFormation. Set up build and deployment automation for Terraform scripts using Jenkins.
· ﻿﻿Hands-on experience with cloud migration tools such as Snowball and Direct Connect for migrating data from on-premises data centers to AWS Cloud and implemented Terraform modules for deployment of various applications across multiple cloud providers.
· Utilized tools such as logs, metrics, and traces to identify and resolve application performance issues, resulting in improved mean time to detect (MTTD) and mean time to respond (MTTR)
· Experience with Orchestration tools such as Kubernetes, Docker Swarm, designing and deploying container-based production clusters using Docker, Kubernetes, and Docker Swarm, and developed Docker images to support Development and Testing Teams and their pipelines, distributed Jenkins and ELK stack images.
· Experience working on Docker Hub, creating Docker images, and handling multiple images primarily for middleware installations and domain configuration.
· Collaborated with development teams to reproduce and resolve defects, reducing the number of production incidents and improving overall application quality
· ﻿﻿Experience in Ansible Tower dashboard, role-based access control, access to Ansible for deployments, and connected multiple Ansible Tower nodes into an Ansible Cluster. Experience in automation of different deployment tasks with Ansible Playbooks and also knowledge of Ansible inventory files and Ansible Galaxy.
· Experience with Configuration Management tools such as Ansible, and Puppet to automate the environment, including developing playbooks etc 
· Experience in Jenkins on creating CI/CD pipelines, creating freestyle projects pipeline, multi-branch pipeline Jobs, used Jenkins pipeline to provide API access to a private repo and deploy the artifact to EC2 instance. Integrated matrix Authorization Strategy plugin with Jenkins to specific permissions to Jenkins jobs.
· Expertise in various version control tools like GitHub, Gitlab, SVN, and Bitbucket. Experience in pushing and pulling, checking out repositories, and merging branches.
· ﻿﻿Experience with Monitoring tools like Elasticsearch, Logstash, and Kibana (ELK) for log analytics, full text search, and application monitoring in integration with AWS Lambda and CloudWatch.
· Hands-on experience using CloudFormation templates for reliable provisioning of initial infrastructures (stacks) such as IAM roles & policies, S3 buckets, and bucket backups on AWS.
· Implementation of zero downtime PROD deployments on docker service for rolling updates.
· Experience in system operations, auto-provisioning, code deployments, software installation, and configuration updates using Ansible playbooks. Skilled in utilizing Ansible Tower to efficient orchestration and monitoring of automation processes.
· Added required docker images to Vagrant and created servers out of Images for testing. Automated infrastructure build-out and systems provisioning using Ansible and Ansible Tower.
· Proficient in Power Shell, JSON, YAML, Groovy, Bash/Shell, and Python.
· Possess extensive experience working with various Amazon Web Services (AWS) products and their components such as ELB, EC2, S3, VPC, NACL, Cloud Trails, IAM, SNS, Cloud Formation, ECS, EKS, Fargate, Kinesis, Route 53, Network Connectivity Troubleshooting, Hybrid environments, and VPC Peering.
· Well-versed in Elastic Cloud Computing, Glacier, Block Storage, Elastic Beanstalk, Amazon Lambda, Virtual Private Cloud, Load Balancing, Relational Database Service, and CloudWatch, gained through working in an AWS environment.
· Implemented monitoring and alerting systems using tools like Prometheus, Grafana, and ELK Stack to ensure proactive identification of potential issues before they impacted users.
· Skilled in creating AWS Multifactor Authentication (MA) for RDP/SSO logon instances, locking down security groups, and setting up specific IAM profiles per group, utilizing newly released APIs for controlling resources within AWS based on group or user.
· Expertise with Terraform to leverage AWS services such as EC2, IAM, VPC, ELB, and Security groups, and have also used Terraform to map more complex dependencies and identify network issues, and managed service providers along with versioning, building, and changing the infrastructure efficiently.
· Worked closely with product owners and stakeholders to understand business requirements and prioritize support efforts, ensuring minimal disruption to critical business operations.
· Managed AWS infrastructure as code (laaS) using Terraform. Provisioned highly available EC2 instances using Terraform and CloudFormation. Set up build and deployment automation for Terraform scripts using Jenkins.
· ﻿﻿Hands-on experience with cloud migration tools such as Snowball and Direct Connect for migrating data from on-premises data centers to AWS Cloud and implemented Terraform modules for deployment of various applications across multiple cloud providers.
· Experience with Orchestration tools such as Kubernetes, Docker Swarm, designing and deploying container-based production clusters using Docker, Kubernetes, and Docker Swarm, and developed Docker images to support Development and Testing Teams and their pipelines, distributed Jenkins and ELK stack images.
· Experience working on Docker Hub, creating Docker images, and handling multiple images primarily for middleware installations and domain configuration.
· ﻿﻿Experience in Ansible Tower dashboard, role-based access control, access to Ansible for deployments, and connected multiple Ansible Tower nodes into an Ansible Cluster. Experience in automation of different deployment tasks with Ansible Playbooks and also knowledge of Ansible inventory files and Ansible Galaxy.
· Experience with Configuration Management tools such as Ansible, and Puppet to automate the environment, including developing playbooks etc 
· Experience in Jenkins on creating CI/CD pipelines, creating freestyle projects pipeline, multi-branch pipeline Jobs, used Jenkins pipeline to provide API access to a private repo and deploy the artifact to EC2 instance. Integrated matrix Authorization Strategy plugin with Jenkins to specific permissions to Jenkins jobs.
· Expertise in various version control tools like GitHub, Gitlab, SVN, and Bitbucket. Experience in pushing and pulling, checking out repositories, and merging branches.
· ﻿﻿Experience with Monitoring tools like Elasticsearch, Logstash, and Kibana (ELK) for log analytics, full text search, and application monitoring in integration with AWS Lambda and CloudWatch.
· Hands-on experience using CloudFormation templates for reliable provisioning of initial infrastructures (stacks) such as IAM roles & policies, S3 buckets, and bucket backups on AWS.
· Implementation of zero downtime PROD deployments on docker service for rolling updates.
· Experience in system operations, auto-provisioning, code deployments, software installation, and configuration updates using Ansible playbooks. Skilled in utilizing Ansible Tower to efficient orchestration and monitoring of automation processes.
· Participated in on-call rotations and provided 24/7 support for mission-critical applications, demonstrating strong commitment to uptime and reliability.
· Added required docker images to Vagrant and created servers out of Images for testing. Automated infrastructure build-out and systems provisioning using Ansible and Ansible Tower.
· Proficient in Power Shell, JSON, YAML, Groovy, Bash/Shell, and Python.

Technical Skills:

	Cloud Services
	Amazon Web Services, Google Cloud Platform

	Configuration Management Tools
	Puppet, Ansible, Ansible Tower 

	CI/CD & Build Tools
	Jenkins, TeamCity, GitLab, Maven, Ant

	Container Tools
	Kubernetes (K8s), Docker, Docker Swarm, Azure Kubernetes Service (AKS), Google Kubernetes Engine (GKE), Elastic Kubernetes Service (EKS), Amazon Elastic Cloud Service, Azure Container Service.

	Virtualization
	VMWare, VSphere, ESXi, VMWare Workstation, Vagrant, Virtual Box, Oracle Virtual Box

	Automation Tools
	ANT, Terraform, Maven, Jenkins

	Web Servers
	Apache HTTP, Nginx, IIS, Apache Tomcat

	Database System
	MySQL, AWS RDS, Mongo DB, Cassandra DB

	Scripting languages
	Python, Bash shell, Power shell, YAML

	Networking/Protocol
	TCP/IP, DNS, NFS, ICMP, SMTP, DHCP, UDP, NIS, LAN, FTP

	Version Control Tools
	GitHub, Bitbucket, SVN

	Monitoring Tools
	Zabbix, Splunk, ELK, PagerDuty, Prometheus, CloudWatch, Cloud Trail, Grafana



Professional  Experience

Client: APPLE											May 2023 – Present Location: Austin, TX
Role: Lead Cloud DevOps Engineer
Responsibilities:

· Responsible for setting up and building AWS infrastructure using resources such as VPC, EC2, S3, RDS, DynamoDB, IAM, EBS, Route53, SNS, SES, SQS, CloudWatch, Cloud Trail, Security Groups, and Autoscaling using CloudFormation templates.
· Experience in implementing alert rules and managing Prometheus for monitoring system and application metrics.
· Contributed to the creation and maintenance of comprehensive documentation, including runbooks, playbooks, and knowledge base articles, to enable efficient issue resolution and knowledge sharing across teams.
· Designed Grafana dashboards for real-time data and integrated with Prometheus, InfluxDB
· Created custom Splunk dashboards, vizualizations, and key performance metrics. Implemented complex search queries and alerting.
· Proficient in cluster setup and management using Kubernetes. Experience in deploying microservices apps on Kubernetes also skilled in troubleshooting and optimizing Kubernetes clusters for performance.
· Expertise in creating and managing complex data workflows using Apache Airflow also implemented DAGs for Airflow.
· Led root cause analysis (RCA) investigations and implemented preventive measures to minimize recurrence of incidents, promoting a culture of continuous improvement and learning
· Designed and deployed a multitude of Cloud services on AWS stack, including EC2, Route53, S3, RDS, DynamoDB, SNS, SQ, and IAM, with a focus on high availability, fault tolerance, and auto-scaling in AWS CloudFormation.
· Implemented and maintained the monitoring and alerting of production and corporate servers/storage using AWS CloudWatch and Splunk. Assigned AWS elastic IP addresses to work around host or availability zone failures by quickly re-mapping the address to another running instance.
· Provisioned highly available EC2 instances using Terraform and CloudFormation. Wrote new Python scripts to support new functionality in Terraform.
· Engaged in mentoring and training junior team members, sharing expertise and best practices to elevate the skills and capabilities of the support team.
· ﻿﻿Worked in CloudFormation to automate AWS environment creation and deployed AWS using shell scripts (Boto3 and AWS CLI). Automated solutions using Python and shell scripting.
· ﻿﻿Managed AWS infrastructure as code (laaS) using Terraform. Provisioned highly available EC2 instances using Terraform and CloudFormation. 
· Designed AWS CloudFormation templates to create custom-sized VPC, set up IAM policies for users, subnets, NAT, and ensure the successful deployment of web applications, database templates, and security groups.
· ﻿﻿Managed Docker orchestration and containerization using Kubernetes. Used Kubernetes to orchestrate the deployment, scaling, and management of Docker containers.
· Deployed pods using Replication Controllers by interacting with Kubernetes API server, defining through declarative YAML files.
· ﻿﻿Implemented new tools such as Kubernetes with Docker to assist with Auto-Scaling (CI) and upload a Docker image to the registry so the service is deployable through Kubernetes. Used the Kubernetes dashboard to monitor and manage the services.
· ﻿﻿Worked on installing, configuring, and managing Docker containers and images for web servers and applications.
· Implemented Docker-Maven-plugin in Maven pom to build Docker images for all microservices and later used
· Docker file to build Docker images from the Java jar files.
· Created Docker images using a Docker file, worked on Docker container snapshots, removing images, managing Docker volumes and Virtualized servers in Docker as per QA and Dev-environment requirements. 
· ﻿﻿Configuring with different Artifacts to make an image and deploy Docker image to install the application on an instance. Maintained and troubleshooted for any user issues or network problems.
· Worked on Docker-Compose, Docker-machine to create Docker containers for testing applications in the QA environment and automated the deployments, scaling, and management of containerized applications.
· Installed and implemented Ansible configuration management system. Used Ansible to manage web applications, environment configuration files, users, mount points, and packages. Created playbooks in YAML to automate the development processes.
· Implemented Infrastructure automation through Ansible for auto-provisioning, code deployments, software installation, and configuration updates.
· Actively participated in service management processes, such as change management, incident management, and problem management, adhering to ITIL frameworks and industry standards
· Added required docker images to Vagrant and created servers out of Images for testing. Automated infrastructure build-out and systems provisioning using Ansible and Ansible Tower.
· Worked on JIRA as a defect tracking system and configured various workflows, customizations, and plugins/add-ons for JIRA bug/issue tracker, ServiceNow, integrated Jenkins with JIRA, GitHub Actions, GitLab.

Environment: Git, GitLab, Jenkins, ServiceNow, GitHub, Ansible, Docker, Jenkins, YAML, Java, Kubernetes, API, VPC, EC2, S3, RDS, DynamoDB, IAM, EBS, Route53, SNS, SES, SQS, CloudWatch, Cloud Trail, Security Groups, IAM, InfluxDB, AWS infrastructure as code (laaS), Python, shell scripting, Maven, Apache Airflow, Microservices, Splunk.

Client: TCS											Jan 2021 – Apr 2023
Location: India
Role: Cloud DevOps Engineer
Responsibilities:

· Automated build processes and managed Git using Nexus tool for sharing project snapshots and releases.
· Collaborated with development, testing, deployment, and infrastructure teams to ensure smooth operations on an Agile methodology.
· Led the migration planning from VCLOUD to GCP (Google Cloud Platform).
· Designed and implemented a new interface to process JSON messages, replacing Messaging Queues (JMS) with Apache Pulsar for improved efficiency.
· Utilized Jenkins pipelines to automate microservices builds, Docker registry management, and Kubernetes deployment.
· Supported and maintained Red Hat Enterprise Linux-based infrastructure in a cloud environment.
· Assisted teams in setting up Bitbucket repositories, implementing CI/CD pipelines, and automating jobs.
· Installed and configured Dynatrace APM (Application Performance Monitoring) and CA Wily Introscope for mission-critical digital banking applications.
· Demonstrated proficiency in various databases, including MongoDB, Cassandra, MySQL, Oracle, and MS SQL Server.
· Extensively worked with Apache NiFi, Apache Kafka, Apache Pulsar, and Hadoop HDFS for data routing, transformation, and warehousing. -
· Utilized AWS services such as EBS, S3, Glacier, RDS, DynamoDB, Elastic Transcoder, CloudFront, Elastic Beanstalk, and more, including migrating EC2 instances between regions.
· Implemented integration test suites for Chef Cookbook using Server Spec and Docker.
· Orchestrated Continuous Integration (CI) and Continuous Delivery (CD) processes with Jenkins, Python, and Shell scripts.
· Expanded the scope of Dynatrace monitoring by setting up collectors in various datacenters.
· Designed and implemented a secure data streaming solution using Apache NiFi, Apache Pulsar, and Apache Kafka.
· Managed infrastructure automation with Python scripts and containerized microservices using Docker Swarm and Kubernetes.
· Integrated AWS Code Commit with Jenkins and Bamboo for automated application deployment.
· Integrated Git into the CI environment, working with Anthill-Pro, Jenkins, and Subversion.
· Configured Red Hat Kickstart for multiple production server installations.
· Proficient in Ansible, Chef, Terraform, and CloudFormation for infrastructure management.
· Utilized ANT, Puppet, Ivy, and Git for source code management and containerization.
· Experienced with Nexus and Artifactory Repository Managers for Maven builds.
· Managed build and deployment processes for JS/Angular applications in various environments.
· Developed automation and deployment utilities using Ruby, Bash, PowerShell, and Python.
· Implemented PowerShell scripting for automation and reporting.
· Created infrastructure templates using Terraform and CloudFormation.
· Experienced with Salesforce products, including Wave Analytics.
· Built microservices using AWS Lambda and API Gateway.
· Implemented JMS features using SQS services.
· Created cluster environments and managed messaging with ActiveMQ.
· Integrated Maven with Jenkins for CI.
· Proficient in DevOps/Agile operation processes, including code review, unit test automation, build and release automation, and incident and change management.
· Installed and managed NoSQL MongoDB in various environments.
· Managed large deployments of Ubuntu Linux instances with Chef Automation.
· Tuned Dynatrace infrastructure for 24x7 monitoring availability.

Environment: Linux, AWS, Nagios, JIRA, Apache, Storm, HBase, Hive, Kafka, Kerberos, HDFS, CDP, GitLab, Ansible, Java, PHP, Shell/Bash Script, Route53, Cloud watch, AWS Lambda, S3, EC2, Security Groups, Confluence, TCP/IP, DNS.

Client: Scientia Mobile India Pvt Ltd								Oct 2015 – Jan 2021
Location: Hyd, India
Role: Cloud DevOps Engineer
Responsibilities:

· In-depth knowledge in regards to the building an Instance, AMI, Auto-Scaling, Load Balancers, Networking in AWS.
· Utilized AWS CLI to automate backups of ephemeral data stores to S3 buckets and EBS. Created AMIs for mission-critical production servers as backups and used AWS Elastic Beanstalk for deploying and scaling web applications.
· Configured AWS IAM and Security Groups in Public and Private Subnets in VPC. Managed IAM accounts (with MA) and IAM policies to meet security audit and compliance requirements.
· ﻿﻿Provided high durability of the available data using data storage in the AWS S3 bucket, versioning S3, and lifecycle policies. Also hosted the data from the S3 bucket by creating URLs.
· ﻿﻿Knowledge in managing Zabbix alert tool and resolving issues through the charts.
· Implementation of PagerDuty alerts and working on the same is accomplished.
· Worked on JIRA tool in our organization for a transparent work flow.
· Experience in PXE Boot Installing and troubleshooting Linux.
· Experience in research, streamline and documentation – Technical articles and bug reporting.
· Knowledge in configuring DNS, DHCP, Open Directory and Web Service.
· Experience in configuring and troubleshooting virtual machines using vSphere Client, vCenter, vSphere web client, VMware Fusion on Mac and VMware Workstation in PC.
· Utilized Terraform as infrastructure as code for execution plans, resource graph, and change automation. Managed AWS infrastructure as code using Terraform.
· ﻿﻿Deployed and configured Elasticsearch, Logstash, and Kibana (ELK) for log analytics, full-text search, and application monitoring in integration with AWS Lambda and CloudWatch.
· ﻿﻿Configured Docker containers and created Docker files for different environments, also worked and created Docker images, Docker Hub, Docker registries, and Kubernetes.
· Created private cloud using Kubernetes that supports DEV, TEST, and PROD environments. Implemented a production-ready, load-balanced, highly available, fault-tolerant, and auto-scaling Kubernetes infrastructure
· Worked on Ansible setup, managing hosts file, Using YAML linter, authoring various Ansible playbooks and custom modules with Ansible.
· Created inventory in Ansible for automating continuous deployment and wrote playbooks using YAML scripting.
· Used ELK stack to monitor logs for detailed analysis, worked on dashboarding using Elastic, Logstash & Kibana
· (ELK), and set up real-time logging and analytics for Continuous delivery pipelines & applications.
· Configured ELK stack in conjunction with AWS and used LogStash to output data to AWS S3, reduced ElasticSearch disk space usage by 66% by automating Elasticsearch maintenance using Jenkins.
· Responsible for managing AWS resources in the cloud and maintaining Continuous Integration and Continuous
· Deployment (CI/CD) pipeline for fast-paced robust application development environment.
· Implemented multiple CI/CD pipelines as a part of DevOps role for on- premises and cloud-based software using Jenkins, Chef and AWS/Docker.
· Using Jenkins to deploy code to AWS, create new namespaces, creating docker images and pushing them to the container registry. Working with professional teams on assisting operational tasks, Cloud infrastructure security measures analysis and implementation.
· Design & Developed infrastructure using Terraform & Cloud Formation and automated end to end transit hub connectivity resource deployment in AWS via Terraform by writing JSON or YAML format.
· Written Terraform Scripts (IAAC) to create and automate the infrastructure in AWS Cloud environments.
· Building and Maintaining Docker Container clusters managed by Kubernetes Linux, Bash, GIT, Docker
· Implemented and Installed Ansible configuration management system. Used Ansible to manage Web application, Environment configuration Files, Users, Mount point and packages.
· Successfully migrated legacy application to use CI/CD pipeline which includes Maven, ANT applications. Used Maven for dependency management, build applications and deploy to the containers, application servers and create versions in the repository.
· DevOps Bamboo setup which is migrating legacy applications into automatic build and deploy methods.
· Involved in Scrum Agile meetings to stand up calls, which brings me with full knowledge on Scrum.
· Experience in Monitoring tools like Datadog, Splunk, CloudWatch.

Client: ESSAR											Apr 2015 – Oct 2015
Location: India
Role: DevOps Engineer
Responsibilities:

· Developed and maintained clustered environment for Bitbucket and Artifactory.
· Configured Applications logs & performance using Splunk, Datadog, Nagios & AppDynamics.
· Well versed in creating and maintaining CI/CD pipelines which Integrates build, test, deploy solution.
· Deployed the build artifacts into environments like QA, UAT according to the build life cycle.
· Worked on google cloud platform (GCP) services like computer engine, cloud load balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager.
· Experienced in providing highly available and fault tolerant applications utilizing orchestration technologies like Kubernetes and Apache Mesoson Google Cloud Platform.
· Automated deployment of application using deployment tool (Ansible) Work with product owners to understand desired application capabilities and testing scenarios.
· Continuous Integration with Jenkins & GitLab. Continuously evaluate and recommend improvement to CI/CD processes.
· Maintained high availability clustered and standalone server environments and refined automation components with scripting and configuration management (Ansible) and experienced in writing Ansible scripts.
· Developed microservice on boarding tools leveraging Python and Jenkins allowing for easy creation and maintenance of build jobs and Kubernetes deploy and services.
· Created Python and Bash scripts to monitor & increase efficiency of retail management application system and installs which was carried out by Jenkins.
· Used Kubernetes for creating new Projects, Services for load balancing and adding them to Routes by accessing from outside, created Pods through new application and controlling, scaling and troubleshooting pods through SSH.
· Integrated Docker container orchestration framework using Kubernetes by creating pods, config Maps and deployments. Used Jenkins pipelines to drive all microservices builds out to the Docker registry and then deployed to Kubernetes, created Pods and managed using Kubernetes.
· Developed RESTful API's, which takes in an HTTP request and produces the HTTP response in JSON Format using microservices. Server monitoring using Splunk, created custom Splunk, dashboards, and reports to reduce user requests.
· Worked on several Frog tools like Artifactory, Mission control, Distribution, X-ray.
· Implemented artifact deployment solution using Frog Artifactory integrated with Jenkins pipeline for the deployment of artifacts and packages, application dependencies (NPM. RPM, NUGet, JAR'S, WAR'S). Worked with several Atlassian tools like Jira, Bitbucket, Confluence, Fisheye, Crucible.

Client: CSS Corp										Jan 2013 – Apr 2015
Location: India
Role: DevOps Engineer
Responsibilities:

· Performed software configuration/release management activities for three different Java applications.
· Designed and implemented Continuous Integration (CI/CD) process and tools with approval from development and other affected teams.
· Defined processes to build and deliver software baselines for internal as well as external customers.
· Release Engineer for a team that involved different development teams and multiple simultaneous software releases and implemented Continuous Integration Process
· Installed and configured Jenkins for Automating Deployments and providing a complete automation solution. 
· Built and Deployed SQL Database Projects
· Windows PowerShell experience for Active Directory Administration.
· Strong knowledge of Continuous Integration (CI) tools like , Jenkins, Bamboo, Kubernetes, , Sonar qube, Subversion, TFS, Team foundation server, and Nexus art factory.
· Patch management review via PowerShell script to discovered current patch status and deploy patches to affected systems, implemented Windows Update Services (WSUS) to schedule updates.
· Managed and maintained operating systems on servers (Web servers, Database servers & Mail servers) 
· Building/Maintaining Docker container clusters managed by Kubernetes Linux, Bash, GIT, Docker, on GCP (Google Cloud Platform) Utilized Kubernetes and Docker for the runtime environment of the CI/CD system to build, test deploy. 
· Implemented Ansible to manage all existing servers and automated build/configuration of new servers.
· Experience working with Bit bucket plugins in Jenkins for Private repositories.
· Configured TCP/IP for servers, workstations, and setup of complete network.

CERTIFICATIONS:

· Red Hat Linux Certified Engineer (RHCE, RHCSA)
· Agile job stimulation from JP Morgan & Chase

EDUCATION:  
	
· Master of Science | Computer Network Administration and Management| University of Portsmouth | Portsmouth, UK - (Sep 2010 - Nov 2011)
· Bachelor of Engineering | Computer Science | Anna University - (2006 – 2010)
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